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Introduction

This study forms part of a project to build a new and improved lexical databases using available data sources. It examines the three principal relations in WordNet involving verbs, namely, entailment, causation and troponymy (hyponymy). The study has been conducted using a model of WordNet where synsets, word senses and relations are represented by Java objects with appropriate references to each other. The model is built using the WordNet 3.0 Prolog files as the data source.

The development of the broader project requires a consideration of whether not the hierarchical data structures intrinsic to WordNet can be modelled as trees. Consequently, the phenomenon of multiple inheritance, which is found in the hierarchical data structures formed by the hypernymy / troponymy relation is of particular interest. Because the only document which specifies what the WordNet verbal relations mean is Fellbaum (1998), who defines the other relations in terms of entailment, the study has been extended to consider multiple entailments and causes, as well as their converses, multiple counter-entailments and effects. Also it seems intuitively likely that anomalies will be concentrated where the relational structure is more complex.
Smrž (2003) proposes a number of tests for validating Wordnets. These include the following inconsistency checks:

"dangling links (dangling uplinks)"

"cycles in uplinks"

"cycles in other relations"

"top-most synset not from the defined set (unique beginners)"
"non-compatible links to the same synset"

Also listed are "queries retrieving 'suspicious' synsets or cases that could indicate mistakes of lexicographers" including:
"multi-parent relations"

"autohyponymy, automeronymy"

"near antonyms differing in their hypernyms"

In fact, in the absence of a defined set of unique beginners, it is impossible to distinguish a "dangling uplink" from "top-most synset not unique beginner". This phenomenon will be referred to henceforth simply as a "root". These tests have been applied in the development of BalkanNet. This study will be looking out for any of the listed faults or potential faults within WordNet 3.0
Entailments

Fellbaum (1998) considers troponymy and causation to be special cases of entailment.

Kinds of entailment (diagram after Fellbaum 1998).
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Since causation and troponymy are encoded as separate relations from entailment, one would expect that the encoding of entailment would be confined to cases of proper temporal inclusion and backward presupposition.

It should be stressed that in the case of proper temporal inclusion, there are two possibilities, either that the entailing verb temporally includes the entailed verb, as is the case with “walk” and “step”, or else the entailed verb temporally includes the entailing verb, as (according to Fellbaum,1998), with “snore” and “sleep”. This much-referenced example is unfortunate since it is perfectly possible, as many parents know, to snore while pretending to sleep   Backward presupposition, on the other hand, appears, though this is nowhere explicitly stated, to be unidirectional: the entailing verb must backwardly presuppose the entailed verb. However the same backward presupposition can be made by semantically opposed verbs, as for example “win” and “lose” both entail “compete” or “contend”. In some cases the semantically-opposed pairs can be distinguished as positively or negatively contingent on the backward presupposition, as with “remember” being positively contingent on “know”, and “forget” being negatively contingent. A backward presupposition of a positive contingency can also be considered as a contributory cause, but a sufficient cause should be encoded as a cause.
. 
All the multiple entailments were examined and can be summarised as follows:

	13377 verb synsets have 0 entailments

	373 verb synsets have 1 entailment

	16 verb synsets have 2 entailments

	1 synset has 3 entailments

	0 synsets have >3 entailments


An examination of the 35 direct and indirect entailments of the verbs with multiple entailments revealed the following:

	Relation encoded as entailment
	Instances

	Proper inclusion of which:
	14

	   Entailer includes entailment
	14

	   Entailment includes entailer
	0

	Backward presupposition
	5

	Entailment of hypernym
	2

	Co-extensive
	8

	No near relation
	4

	Forward presupposition
	2

	TOTAL
	35


This means that only 19 out of these 35 entailments accord with the specification. A deeper examination is illuminating: the cases of proper temporal inclusion all occurred as pairs: 7 headwords with two entailments each. In every case the temporally-included meanings were either temporally sequential or alternating thus:
breathe = inhale + exhale

sublimate = condense + evaporate (assuming the gloss for "sublimate" is correct)

eat = bite (not encoded) + chew + swallow 

wine_and_dine = eat + drink

tease = arouse + disappoint

buy = pay + take (wrong sense of "take")

trade = buy + sell

Proper Temporal Inclusion

"Inhale" and "exhale" are also given as entailments of "smoke", but it would be more appropriate to encode "smoke" as troponym of "breathe", and be satidfied with the entailment of "inhale" and "exhale" as entailments of “breathe”, as indicated above, on the principle that these kinds of entailments are inherited by troponyms. No doubt some algorithms which search for related meanings by measuring semantic distance along WordNet relations (Banerjee & Pedersen, 2003; Huang et al., 2002)  would then find it more difficult to connect "inhale" and "exhale" with smoke". However rather than inconsistently encoding entailments like this, it would be better to adapt such algorithms to the assumption, that such entailments are inherited.
These relations are akin to meronymy, which is not an allowed relation for verbs in WordNet. These examples of proper temporal inclusion all imply that during the time when one entailment does not apply, another does. It is then difficult to see how there can be cases of proper temporal inclusion unless there are at least two entailments. This observation calls for an examination of at least a sample of the single entailments to see if there are more cases of proper temporal inclusion where one of the entailments (or meronyms) is missing. Re-encoding this kind of entailment as meronymy would have the advantage of distinguishing it from backward presupposition, to which it is not akin by definition.
Backward Presupposition

Turning to the cases of backward presupposition, some of the cases are essential preconditions, as in the case of "learn" being a precondition of "master". "Drill", however is not an essential precondition of "master", as it is only one way to "learn". So "drill" would be better encoded as a troponym of "learn" rather than an entailment of "master". In the case of "arraign", there is no doubt that "indict" is an essential precondition, but "accuse" is simply a generalisation from "indict" and would better be encoded as its hypernym.
Surprisingly there are two cases of forward presupposition, where "cast" is said to entail "film" and "stage". This does not correspond in any way to Fellbaum's (1998) specification. The entailment should be reversed in then case of "stage" since "cast" is an essential precondition. The example in the gloss for "film": "The coronation was filmed" would more likely refer to the coronation of a real monarch rather than to that of someone "cast" in this role for dramatic purposes.
There are 9 among these entailments where the verbs involved are temporally co-extensive, which according to Fellbaum's (1998) specification, means that the relation is one of troponymy. In only one case could the encoded entailment be considered as a troponym (postpone -> cancel). The case of stampede -> run is highly doubtful, and arises from a bad gloss for "stampede". "Stampede" is also given the entailment "rush", which is its hypernym, with which "run" may have a common hypernym.
Other hypernyms encoded as entailments include:

	Troponym encoded as entailer
	Hypernym encoded as entailment

	maul
	injure

	bear
	move

	parachute
	descend

	postpone
	reschedule


Overall 16 out of these 35 entailments are false, which suggests that the 373 single entailments should also be critically examined.
Counter-entailments

An examination was also made of multiple counter-entailments, that is to say, cases where a verb is entailed by more than one other verb. The following results were obtained:

	13479 verb synsets have 0 counter-entailments

	226 verb synsets have 1 counter-entailment

	32 verb synsets have 2 counter-entailments

	16 synsets have 3 counter-entailments

	8 synsets have 4 counter-entailments

	2 synsets have 5 counter-entailments

	2 synsets have 6 counter-entailments

	0 synsets have 7 counter-entailments

	2 synsets have 8 counter-entailments

	0 synsets have > 8 counter-entailments


An examination of the 215 direct and indirect counter-entailments of the verbs with multiple counter-entailments (which involves some repetition of counter-entailments) revealed the following:

	Relation encoded as counter-entailment
	Instances

	Proper inclusion of which:
	51

	   Entailer includes entailment
	32

	   Entailment includes entailer
	19

	Backward presupposition
	33

	Entailment of hypernym
	0

	Co-extensive
	96

	No near relation
	4

	Reverse Backward presupposition
	9

	Entailment is cause
	4

	Intransitive of entailment
	1

	Transitive of entailment
	1

	Sister term
	2

	Alternation of hypernym
	1

	Entailer is cause
	0

	Entailer is self-cause
	3

	Hypernym of entailing verb is antonym of entailment
	1

	Backward presupposition of hypernym of entailment
	1

	Ambiguous: Co-extensive or Backward presupposition
	1

	Ambiguous: Co-extensive or Proper inclusion
	4

	Ambiguous: Backward presupposition or Proper inclusion
	1

	Ambiguous: Proper inclusion or No near relation
	1

	Ambiguous: Co-extensive or Sister term
	1

	TOTAL
	215


These results, as expected, contain some cases of incomplete entailment pairs:
dig = cut (not encoded) + remove

board (intrans.) = consume + sleep (not encoded)
board (trans.) = feed +  allow to sleep (not encoded)
emigrate = leave (home country) + arrive ( at foreign country) (not encoded)
leave behind = leave +  not take (not encoded)
record = perceive + remember (not encoded)
bury = dig (not encoded) + put (not encoded) + cover

It is not surprising that the concepts allow to sleep and not take which are not lexicalised in English, are not encoded as entailments. In the other cases, encoding one entailment without its complementary entailment(s) makes for a poor model of the language.

The other cases where the entailer temporally includes the entailment are iterative, in the sense that the meaning of the entailing verb is a repetition of the entailed verb. Examples are:
	Iterating entailer
	Iterated entailment

	study
	read

	gulp
	swallow

	beat up
	hit

	punt
	push

	zigzag
	turn

	dance
	step

	walk
	step

	sell out
	sell

	trade
	sell


In cases where the entailment includes the entailer, there tend to be a large number of possible entailments, only a few of which are included:

	Inclusive entailment
	Shortlist of (optional) counter-entailments

	sleep
	snore, dream

	cook
	baste, mask

	compete
	score, keep up, overtake, lead, tie

	drink
	toast

	tailor
	pipe, appliqué

	travel
	steer


All of these examples are of optional inclusions. There are also examples where the entailer optionally includes the entailment:

	Inclusive entailer
	Optional entailment

	drape
	fold

	exercise
	move (in sense of “perform a non-translational motion”)


Turning to cases of backward presupposition, we find that some of these are optional preconditions:
	Entailer
	Entailment (optional precondition)

	initial
	approve

	quench
	consume


Several backward presuppositions are encoded in the reverse direction:
	Precondition
	Encoded entailment

	light up
	smoke

	lie in (“be in confinement for childbirth”)
	give birth

	labor
	give birth

	identify
	classify

	seduce
	sleep together (“have sexual intercourse with”)


There are many cases discovered here where the two verbs are co-extensive. Typically these are cases where the entailment is the hypernym of the entailing verb and should be encoded as such:

	Troponym encoded as entailer
	Hypernym encoded as entailment

	sneeze
	exhale

	oversleep
	sleep

	maul
	injure

	dust
	remove

	proofread
	read

	declaim 
	talk

	defend
	fight

	convoy
	protect

	feel
	touch

	rub 
	touch

	polish
	rub

	massage
	rub

	darn
	sew

	embroider
	sew

	smother
	cover

	seal
	fasten

	unbar
	undo

	amputate
	cut

	impale 
	pierce


 In a few cases, the entailer and the entailment seem to be synonyms:
	Synonym encoded as entailer
	Synonym encoded as entailment

	fancy
	like

	dissatisfy
	disappoint

	notice
	perceive


In some cases the entailment is the cause of the entailing verb either reflexively (subject of cause becomes subject of effect)  or transitively (object of cause becomes subject of effect)
	Cause encoded as entailment
	Effect encoded as entailer
	Syntactic mode

	conceive
	have a bun in the oven
	Reflexive

	heat
	demist
	Transitive

	heat
	carbonize
	Transitive

	heat
	fuse
	Transitive


Cases where the entailing verb is the cause of the entailment are all reflexive:
	Cause encoded as entailer
	Effect encoded as entailment

	putrefy
	smell (in sense of “stink”)

	watch
	see

	look
	see


A few cases of ambiguity arose: the verb “dig” is encoded as entailment of “mine”, “quarry”, “plow” and “hoe”.  These could all be considered as cases as iterative proper inclusion. On the other hand “dig” could be considered as the hypernym of the other four verbs. To complicate matters further there is at least one case of mutual entailment, as between “puff” (encoded as entailer) and “smoke” (encoded as entailment).
The algorithm (similar to the algorithm shown below under Hypernymy/troponymy) which extracted the direct and indirect counter-entailments of the verbs with multiple counter-entailments, necessarily allowed repetitions, since the same synset could occur as the indirect counter-entailment of more than one synset. Consequently statistical conclusions should not be drawn from this data. However, it is clear that the majority of entailments studied are incorrect, and even where they are correct, because of the ambiguity of the term “entailment”,  they can reliably serve only to indicate that a relation exists between two verbs and not to elucidate what that relation is.

The number of encoded entailments is sufficiently small that it would be feasible to correct and categorise them all manually. This process could also highlight more candidates for encoding as entailments, particularly in the case of incomplete pairs of proper temporal inclusions, but would be unlikely to capture all entailments implicit in the language.
Causation
No distinction is made in Wordnet between different syntactical cases of causation such as :

Direct object of causative becomes grammatical subject of effect (transitive causation).


Indirect object of causative becomes grammatical subject of effect with or 
without the preposition "to" (semi-oblique causation).
Subject of causative becomes grammatical subject of effect (reflexive causation).
Noun predicate of prepositional phrase dependent on causative becomes grammatical subject of effect (oblique causation). This latter case could be further subdivided into categories according to which preposition is used: observed candidates being on, from, with and by.

An examination was made of cases where a verb is linked to more than one cause. The results can be summarised as follows:

	13568 verb synsets have 0 causes

	182 verb synsets have 1 cause

	14 verb synsets have 2 causes

	2 verb synsets have 3 causes

	1 verb synset has 4 causes

	0 verb synsets have > 4 causes


The 38 causes involved in the cases of multiple causation were reviewed, and conclusions were drawn as follows:
	Relation encoded as cause
	Instances

	Direct/indirect troponym of cause / cause of direct/indirect troponym
	12

	Cause of start
	1

	Single correct cause (transitive)
	10

	No near relation
	1

	Passive of headword
	1

	Correct member of synonymous pair of causes (transitive)
	8

	Hypernym of cause
	1

	Alternation of cause (NP governed by preposition becomes subject of effect)
	2

	Contributory but insufficient cause
	2

	TOTAL
	38


In all cases where both causes in WordNet were considered correct, the two causal synsets were themselves synonymous.
	Effect
	Cause
	Cause

	Sit, sit down
	seat, sit
	seat

	Rise, lift
	lift, raise
	raise, lift

	Run, flow
	flow
	pour

	Act, move
	coerce, hale
	compel, oblige


The following examples were found of oblique causation. The governing preposition is shown in brackets:

	Effect
	Cause

	Understand
	click (with), get through (to), dawn (on)

	Run, flow
	flush (with)


No examples of reflexive or semi-oblique causation were found in this dataset..

The following examples were found of contributory but insufficient causes:
	Effect
	Cause

	Act, move
	direct

	Meet, gather
	call (“a meeting”)


These should be encoded (if at all) as entailments (optional backward presupposition).
There are two cases where a single cause has two effects: in both cases the effects seem to be synonymous

	Cause
	Effect
	Effect

	Develop, make grow
	develop
	grow

	Please, delight
	like
	like


In conclusion, multiple causation is only justified in cases where there are two synonymous synsets. If these are merged, there is no need for multiple causation in any of these examples.

Hypernymy/troponymy

In theory (Fellbaum 1998) WordNet nouns and verbs are arranged as a set of hierarchies, each with an unique beginner or root. This excludes the possibility of multiple inheritance. In practice, on the other hand, multiple inheritance is allowed, where the second hypernym of a synset is in a different semantic category. The reality however is rather different. Liu et al. (2004) have found thousands of cases of rings within supposed trees, which arise when a synset has two hypernyms within the same semantic category, which themselves must, according to the specification, have a common hypernym, as well as isolators, trees isolated within their own category whose only hypernym lies in another category. The existence of the latter is acknowledged from the start by Fellbaum (1998).

There are two other kinds of faults which should also be considered: one is another kind of ring formed where following the hypernymy relation in one direction leads back to where one started. To distinguish this from the kind of ring discussed by Liu et al. (2004), this phenomenon will be called a cycle. The other kind of fault, which merits investigation is another kind of isolator, where a synset has no hypernym at all. Liu et al. (2004) dismiss this possibility as legitimate, without further consideration, on the grounds that this applies to the unique beginners of each semantic category in WordNet. In fact, Fellbaum (1998) allows for more than one unique beginner per verb category. However if more than one unique beginner is found within a category, then it is worthy of examination to see whether it appears to be intentional. If the hierarchy is very shallow, then it is likely to be a fault. This phenomenon will be called a root.
An algorithm was developed to discover occurrences of these four kinds of hypernymy fault in WordNet 3.0, in the course of the more general investigation into multiple inheritance. To investigate the multiple inheritance properties of each synset, the algorithm recursively models the direct and indirect hypernyms as upside-down trees (where each synset in turn is the root of the tree and its most remote indirect hypernyms are the leaves). Where a cycle occurs, a stack error will result. A root is identified whenever a synset has no hypernyms. An isolator occurs when all the hypernyms are in a different category to the synset under investigation. A ring is identified wherever a synset is found more than once in the same upside-down tree. This approach is an extension of the methodology employed by Liu et al. (2004), as it does not assume any correlation between semantic categories and hypernymy and so will identify rings which straddle category boundaries. 
for each Synset

{


hypernymCount =  number of hypernyms


if (hypernymCount == 0)


{



ROOT FOUND


}


else


{



categoryMismatches = 0;



for each hypernym



{




if current Synset.category != hypernym, category 
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categoryMismatches++;
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}



if (categoryMismatches == hypernymCount)



{




ISOLATOR FOUND


}



upside-downTree = findIndirectRelations(currentSynset);



if (hypernymCount > 1)



{




nodeList = preorderEnumeration of tree;




while (tree has more nodes)




{





currentSynset = nodeList.nextElement();





if (synsetList.contains(currentSynset))





{






RING FOUND





}




}



}


}

}
findIndirectRelations(Synset)
{


upside-downTree = new upsideDownTreeNode(currentSynset);


for each hypernym


{



try



{




nextUpside-downTree = findIndirectRelations(thisHypernym);




upside-downTree.add(nextUpside-downTree);



}



catch (StackOverflowError)



{




CYCLE FOUND;



}


}


return upside-downTree;

}

Cycle
The implementation of this algorithm generated a stack error when applied to a number of verbal synsets: on investigation it was discovered that in each case the same cycle was encountered, which is the only one in WordNet 3.0. The following diagram shows its topology with some hyponyms omitted.

Cycle topology
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This cycle comprises the following two synsets, each of which is encoded as a hypernym of the other:
Synset ID: 202422663, Synset Size: 5, POS: Verb, Cat.: 41

Hypernym ID: 202423762,
Hyponym ID: 200004492,Hyponym ID: 201347298,Hyponym ID: 202423762,Hyponym ID: 202510337

Synset Gloss: keep under control; keep in check; "suppress a smile"; "Keep your temper"; "keep your cool"'

Word Forms: restrain, keep, keep back, hold back
Synset ID: 202423762, Synset Size: 4, POS: Verb, Cat.: 41

Hypernym ID: 202422663,

Hyponym ID: 202422663,Hyponym ID: 202422967,Hyponym ID: 202423999

Synset Gloss: control and refrain from showing; of emotions, desires, impulses, or behavior'

Word Forms: inhibit, bottle up, suppress
It is hard to see any difference in meaning between these two synsets. Merging them into one synset with two glosses would solve the problem.

Rings

Liu et al. (2004) define a ring as being formed where a synset "has at least 2 fathers in its own category", which must necessarily have a common ancestor also within that category. The above algorithm uses a broader definition of ring as any case where a synset has two hypernyms such that these hypernyms themselves have a common hypernym or one of them is the immediate hypernym of the other. However a distinction has been made between the following three cases of ring with respect to membership of semantic categories:

a) where the entire ring falls within a single category


b) where the hypernymic ancestry crosses the boundaries between categories 
but the two immediate hypernyms of the initial synset are in the same category 
as the initial synset


c) where at least one of the immediate hypernyms is in a different category 
from the initial synset (this case was not included by Liu et Al., 2004).
The same tests were applied to nouns for comparison.

	Case with respect to semantic categories
	Verbs
	Nouns

	Single category
	5
	1

	Ancestry crosses categories

but direct relations are in same category as headword
	2
	1984

	Ancestry crosses categories

and direct relations cross categories
	1
	379

	TOTAL
	8
	2364

	TOTAL using definition from Liu et al. (2004)
	7
	1985

	Results using WordNet 2.0 obtained by Liu et Al. (2004)
	17
	1839


An analysis of the instances of rings among nouns is outside the scope of this immediate study.
Out of the 8 verb rings in the verb hierarchies, 4 belong to each of the following 2 topologies:

Asymmetric topology

[image: image2.png]Initial synset

Simple
Hypernym

Cormpound
Hypernym




Symmetric topology
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These topologies apply as follows:

Asymmetric topology
	Initial Synset
	Simple Hypernym
	Compound Hypernym

	warm up
	exercise, work
	work, put to work

	reflate
	inflate
	change, alter

	eat (transitive)
	eat (intransitive)
	consume, ingest

	procrastinate
	procrastinate, stall
	delay


Symmetric topology

	Initial Synset
	Hypernym 1
	Hypernym 2
	Grandparent

	turn
	turn, grow
	discolour
	change

	inspan
	yoke
	harness, tackle
	attach

	outspan
	unyoke
	unharness
	unhitch

	smuggle
	export
	import
	trade, merchandise


With the asymmetric topology, assuming that the relations are otherwise correct, it would be a simple matter to remove the link between the initial synset and the compound hypernym, thus removing the dual inheritance and the ring. This is fine, except possibly in the case of "eat": the transitive and intransitive uses here are not a causative/inchoative alternation, but simply "eat" (intransitive) does not specify what is eaten. It is debatable in this case whether we have synonymy or hypernymy. With regard to "consume, ingest", this would also seem to be a synonym, unless one relies on the gloss: "serve oneself to, or consume regularly", in which case it as ambiguous between reflexive causation and iteration, neither of which fits the definition of hypernymy. The best solution is probably to ignore this gloss and merge the three synsets into one.
With the symmetric topology, no such simple remedy exists. Liu et al. (2004) assert that a ring implies a paradox because they assume that two hyponyms of a single hypernym must have opposite properties in some dimension and therefore cannot have a common hyponym as a hyponym must inherit all the properties of its hypernym. In fact, two hyponyms can modify properties of their hypernyms in two different dimensions (for a discussion, with particular reference to qualia properties, see Amaro et al., 2006)., so there need not be any paradox. The symmetric ring starting from the word "turn" in the sense "the leaves turn in Autumn" involves different properties: "turn, grow" is distinguished from "change" by specifying that the timescale is gradual, while "discolour" specifies which attribute is to change; "turn" in the above sense inherits both properties of  gradual timescale and colour attribute. In the remaining three cases of symmetric rings, the gloss for the initial synset contains the word "or", to convey not a syntactic alternation but an ambiguity. The two hypernyms in each case are in fact hypernyms or synonyms of the respective two meanings, and the grandparent is indeed a common ancestor. The remedy here would be to split the ambiguous synsets into two, thereby removing the dual inheritance and the ring. 
We can conclude then that out of the eight rings among verbs, in seven cases a correction can be made and in one case the ring and the multiple inheritance are valid. The question then arises as to why there should only be one case of a valid ring among all the verbs in WordNet. The answer to this question is likely to be found in a further investigation of the remaining 23 cases of dual inheritance among verbs, where there is no ring, but where the ancestry of both hypernyms can be traced back to a root or unique beginner (or in one case, "mortify" to the above-mentioned cycle)..
Dual inheritance without Rings

There are 31 verbs in WordNet which have two hypernyms. None have more than two hypernyms.

The word "or" occurs in the glosses of nine of these verbs:
	Word forms
	Synset gloss
	Relevance of "or"

	oxidize, oxidise
	add oxygen to or combine with oxygen'
	Alternation

	overshoot
	shoot beyond or over (a target)'
	Irrelevant

	gnaw
	bite or chew on with the teeth; "gnaw an old cracker"'
	Ambiguity

	sprawl
	sit or lie with one's limbs spread out'
	Ambiguity

	assemble, piece
	create by putting components or members together; "She pieced a quilt"; "He tacked together some verses"; "They set up a committee"'
	Irrelevant

	shade, fill in
	represent the effect of shade or shadow on'
	Irrelevant

	cozen
	cheat or trick; "He cozened the money out of the old man"'
	Irrelevant

	accede, enter
	take on duties or office; "accede to the throne"'
	Irrelevant

	fall
	yield to temptation or sin; "Adam and Eve fell"'
	Irrelevant


In three cases the use of "or" is highly relevant to the presence of multiple inheritance. The gloss for "oxidize" is ambiguous with respect to the causative/inchoative alternation because the word "combine" is itself ambiguous in this way. The glosses of the two hypernyms of "oxidize" (both with the single word form "change") reflect this alternation, as "cause to change. . ." and "undergo a change. . .". This confusion is unnecessary because there is another synset for oxidize glossed as "enter into combination with oxygen", where there is no ambiguity but only the inchoative sense. Only the causative sense should then be assigned to the ambiguous synset, thereby removing the ambiguity and requiring the removal of the hypernym “undergo a change. . .".
The ambiguities for "gnaw" and "sprawl" are more apparent than real: "chew" could be considered as a "troponym of "bite" and "gnaw" as a troponym of "chew"; on the other hand "bite" and "chew" could be considered to be sister terms. The best solution would to be to have one synset for the more generic meaning of "bite", which is inclusive of "chew" and "gnaw" and for which the existing gloss "to grip, cut off, or tear with or as if with the teeth or jaws" is appropriate, with three troponyms: "chew", "gnaw" and "bite" in the narrower sense of "cut a piece of food with the teeth so that part of it is in the mouth". The case of "sprawl" is similar. Sprawling could be considered an intermediate state between sitting and lying, and so these could be considered sister terms with a common hypernym. In none of these cases is dual inheritance justified.
There are two cases where one of the encoded hypernyms is in fact a troponym of the encoded troponym: "fall" as "lose one's chastity" is a more specific concept than "fall" as "yield to temptation or sin", and "succeed, come after" as "be the successor (of)" is more specific than "accede, enter" as " take on duties or office".
There are two semantically opposed cases where the two hypernyms are synonymous: "scale down" and "scale up" both have the same two synonymous hypernyms: "resize" as "change the size of; make the size more appropriate" and "proportion" as "adjust in size relative to other things".
There is a further case where the encoded troponym has examples whose expression is a metaphorical extension of the meaning of one of its supposed hypernyms: "behave, acquit, bear, deport, conduct, comport, carry" has the examples: "She carried herself well"; "he bore himself with dignity" while its supposed hypernym "hold, carry, bear" has the similar examples: "She holds her head high"; "He carried himself upright". However the former synset has to do with behaviour while the latter has to do with posture. This is not a case of hypernymy.
There are four (possibly five) examples where dual inheritance can be justified in terms of inheritance of two different qualia (Amaro et al., 2006). The formal quale is concerned with what is physically done, while the telic quale is concerned with the purpose or end result of the action. The fifth example, in italics, is not as encoded in WordNet (see below for a discussion).
	Word form(s)
	Formal quale
	Telic quale

	date, date stamp
	Stamp
	date

	assemble, piece
	join, bring together
	make, create

	execute, put to death
	Kill
	punish, penalize

	carve
	Cut
	shape, form

	sing
	Utter
	interpret, render


Another possible way to look at these cases, with the exception of “sing”, would be as further examples of verb meronymy. Encoding them as such would eliminate the need for multiple inheritance among verbs altogether.

There are at least two examples of proper temporal inclusion, which is outside of Fellbaum's (1998) definition of troponymy. "Play" and "joke, jest" should be considered as entailments, not hypernyms of "horse around, arse around", and "complete, finish" is likewise an entailment of  "carry through, accomplish". Less clear-cut is the case of "preen". If "preen" does indeed mean to "arrange" as well as "clean", then these two activities are temporally included and should be considered as entailments. There is also an example of reversed proper temporal inclusion: "shade, fill in" is an optional entailment of both "draw" and "paint".
There are further examples where dual inheritance is complicated by verb alternations: the simplest case is that of "drive" (intransitive-inchoative), where "drive" (transitive-causative) is given as a hypernym where it clearly should be encoded as a transitive cause.

"Sing" (intransitive) is given as a hypernym of "sing" (transitive), which is consistent with the encoding of "eat" discussed above. The other hypernym, "interpret, render" is necessarily transitive. As the grammatical subject is the same in the case of the transitive and intransitive uses of both "sing" and "eat" (contrast the causative/inchoative alternation of "break", where the subject of the intransitive form is the direct object of the transitive form)., these usages can be considered as synonymous. The hypernym of "sing" (intransitive) is given as "talk, speak", which is really a sister term whose common hypernym would be "utter" (Miller & Johnson-Laird, 1976), which represents the formal quale, while "interpret, render" represents the telic quale. So there is an underlying dual inheritance of different qualia properties.

"Overshoot" is ambiguous between the syntactic frame of "he overshot the target" and that of "the plane overshot the runway". The  hypernym "miss", with the example "The arrow missed the target" matches the latter syntactic frame, while "blast, shoot", is a case of "backward presupposition", which should be encoded as an entailment.

Another difficult case is "mortify", glossed as "practice self-denial of one's body and appetites", with hypernym "mortify, subdue" glossed "hold within limits and control; "subdue one's appetites"; "mortify the flesh"". These appear to be synonyms. The immediate hypernym of the latter forms part of the cycle referred to above. The other hypernym provided is "discipline, train" of which "mortify" could be considered as a reflexive.
In the remaining cases, in the author's judgement, one of the hypernyms is no near relative of the encoded troponym: there may be a distant relationship, or there may be a superficial relationship based on the common words in glosses:
	Encoded troponym
	Encoded hypernym

	customize
	construct, build

	film
	make, create,

	cozen
	acquire, win


To "customize" is not to construct though both are indirect troponyms of a more generic sense of "make". Notwithstanding the fact that film-making is a creative activity, "make, create" cannot be considered as a hypernym of "film" because if one films something, the only thing that one creates is the film itself, not the "coronation" or whatever it is that is being filmed. Although "cozen" and "win" may have a common indirect hypernym in a generic sense of "acquire", the gloss for "cozen" is "cheat or trick", while the gloss for "acquire, win" is "win something through one's efforts", which is semantically opposed..
One is left with the impression that these hypernyms have been encoded arbitrarily, whether manually or automatically, with little respect for basic distinctions between different kinds of relation between verbs. There is more than one possible way of unravelling this confusion. Above all, what is needed is a consistent approach to handling verb alternations and syntactic frames, otherwise what is encoded as the hypernymy relation serves only to indicate that there is a relation between two verbs, and tells us nothing about the nature of that relation.

The only cases of dual inheritance which can be considered legitimate are those where different but compatible properties are inherited. While a few such examples have been found, there is no doubt that there are many more which are not encoded (Amaro et al., 2006).
Isolators

1593 examples were found of isolators among verbs and 2527 among nouns. These results approximate to those of Liu et al. (2004), who found 1551 verb isolators and 2654 noun isolators in WordNet 2.0.
Since the concept of isolator is dependent on WordNet semantic categories, these are tabulated here (after: Liu et al. 2004).

	29
	Body

	30
	Change

	31
	Cognition

	32
	Communication

	33
	Competition

	34
	Consumption

	35
	Contact

	36
	Creation

	37
	Emotion

	38
	Motion

	39
	Perception

	40
	Possession

	41
	Social

	42
	Stative

	43
	Weather


The verb isolators identified were sampled. Among 41 sample pairs of troponym and hypernym in different categories, the following observations were made:

	Relation encoded as hypernymy across category boundaries
	Instances

	Categories not mutually exclusive of which:
	40

	             Hypernym also belongs to troponym category
	5

	             Troponym also belongs to hypernym category
	12

	Invalid hypernym category
	4

	Invalid troponym category
	10

	Troponym is troponym of one alternation of hypernym
	1

	Hypernym is cause of troponym
	2

	Troponym is troponym of cause of hypernym
	2

	Hypernym temporally includes troponym
	1

	Hypernym is precondition of troponym
	1

	Synonymous
	5

	Metaphor
	1

	No near relation
	2


In 17 cases one verb's category is a subset of the other's category e.g. motion and creation are subsets of change and competition is a subset of social.

Some 14 verbs were found to be in the wrong category: examples among the hypernyms are "form, take form" as stative and "season, flavour" as perception. Examples among the troponyms are "conspire, collude" as cognition, "erase, delete" as communication, "live out, sleep out" as consumption and air-condition as possession,.
The synset "change surface" is glossed as "undergo or cause to undergo a change in the surface", which encapsulates both inchoative and causative alternations, while the troponym "spot, fleck" is glossed "make a spot or mark onto" without an inchoative alternation.

The two cases where the hypernym is really the cause of the troponym are: "move, displace" as hypernym of "dislocate, lexate" and "spread distribute" with the example "The invaders spread their language all over the country" as hypernym of "diffuse, spread" with the example "The soldiers fanned out".

There are also two examples of entailment: "tour" temporally includes "visit, see" and "adhere, stick" backwardly presupposes "adopt follow".
These faults are typical of the incorrect encodings observed elsewhere. In 26 out of 41 cases, the hypernymy relation is correct, but the hypernym category differs from the troponym category. This arises inevitably because the WordNet verb categories are, for the most part, not mutually exclusive. The majority of these categories represent overlapping semantic fields. It is not therefore surprising that the isolator phenomenon occurs  and that this does not necessarily imply an error. The only categories which could be considered not to overlap are 42: stative with 30 change  and 36: creation and the much smaller semantic field 43: weather with most of the other semantic fields. The stative category belongs to the Aktionsart categorisation of verbs which distinguishes it from verbs of activity, achievement and accomplishment and is orthogonal to the categorisation of verbs into semantic fields.(Vendler, 1967, Moens & Steedman 1988, Amaro, 2006). Moreover, a verb can belong to more than one Aktionsart category, as these apply to verbs in contexts.
In view of the above observation, a more detailed examination was made of those cases of isolator,  which involve a hypernym and a troponym whose categories could be considered mutually exclusive. The following observations were made on the syntactic categories:
	Observation on category
	Instances

	OK
	52

	36 Creation
	24

	42: Stative but allows continuative tense
	12

	30 Change
	19

	42 Stative
	4

	Happening
	8

	30 Change (when temporal)
	11

	Ambiguous
	7

	Not weather
	1

	Weather or perception
	9

	Doing
	1

	Measuring
	2

	Semantically passive
	2

	TOTAL
	152

	% correct
	34.21%


Category 30 : change has been used indiscriminately to include both causative and inchoative alternations, while both category 36: creation and category 42: stative have been used for the causative alternations and stative has also been used for some of the inchoative alternations. By transferring all the inchoative alternations to change, and all the causative alternations to creation, some of the category mismatches disappear. According to Vendler (1967), one test for a stative verb is that it cannot be used in a continuative tense. Several verbs have been found which can be used in a continuative tense but don't fit naturally into any of the WordNet semantic categories except for stative, both among those encoded as stative and those corrected to stative. 
There are some verbs which do not fit into any of the WordNet categories, in particular verbs of generic doing and happening and measuring. Some of the verbs in this dataset have generic meanings like doing. Two examples were found of semantically passive verbs, such as "experience" which cannot fit comfortably into any of the existing categories, although all the inchoative verbs of change would fit into a broader category of semantically passive. Many, but not all instances of happening form part of the inchoative change group. Creating categories for these verbs would eliminate more anomalies. The categories 43: weather and 39: perception, which were supposed at the outset to be mutually exclusive, do in fact overlap if verbs like "shine" are to be included without creating another category.
The following ambiguities were found: 

"suffocate" glossed as "become stultified, suppressed, or stifled"; but with example: "He is suffocating--living at home with his aged parents. . .", which suggests being rather than becoming.

"pressurize" glossed as "maintain a certain pressure"; but example "pressurize a space suit"' suggests the meaning of  raise to a certain pressure
"reticulate" glossed "form a net or a network", where "form" is ambiguous with regard to the causative / inchoative alternation.

"carbonate" glossed "turn into a carbonate" : , where "turn" is ambiguous with regard to the causative / inchoative alternation.

"change state", "turn" glossed as "undergo a transformation or a change of position or action" but the examples "We turned from Socialism to Capitalism"; "The people turned against the President when he stole the election" suggest an active revolution not a passive undergoing.
"balance" where of the examples "She has to balance work and her domestic duties"; "balance the two weights", the first is an iterative ongoing process and the second is a discrete event.

"beautify" glossed "make more beautiful", where there is an ambiguity as to whether the subject is a beautician or an ornament.

These ambiguities, although they might appear hair-splitting make it impossible to determine the correct verb category.

The following observations were made on the relations:

	Observation on relation
	Instances

	OK
	54

	No near relation
	4

	Hypernym is cause of troponym
	2

	Indeterminate
	6

	Alternation
	2

	Hypernym is precondition of troponym
	2

	Hypernymy only because bad gloss
	1

	Sister terms
	1

	Hypernym is reflexive of troponym
	1

	Synonymous
	1

	Troponym is cause of true troponym
	1

	Troponym is cause of hypernym
	1

	
	

	TOTAL
	76

	% correct
	71.05%


In cases where one of the verbs was ambiguous, the correctness of the relation is indeterminate, except in one case where there does not appear to be any close relation between the two synsets. The two cases of alternation noted are other than the causative / inchoative alternation, in particular between "complement" and "balance", where the relation between subject and object of "complement" is equivalent to the relation between two objects of "balance.". The other alternation referred to is the distinction between "How did you fare at your interview?" and "How did your interview go?".
The other incorrect examples are typical of the kinds of errors we have already seen in the encoding of WordNet relations.

It is clear that the level of arbitrariness and incorrectness of the WordNet verbal semantic categories is greater than is the case for WordNet relations. Whereas the theoretical basis for WordNet relations is at least consistent within itself (whether one agrees with it or not) and the errors are of failure to conform to the specification, in the case of the semantic categories, the theoretical basis is itself inconsistent, being, as it is, a compromise between more than one system of verb categorisation, dominated by a system of overlapping semantic fields. 
Semantic categories

The semantic categories in WordNet are based, according to Fellbaum (1998) on a standard work on psycholinguistics (Miller & Johnson-Laird, 1976). The latter discusses in details verbs of motion, possession, vision and communication, which are the basis for the WordNet categories motion, possession, perception and communication and identifies subclasses of these. Other semantic fields mentioned are contact (contact), bodily activity (body), thought (cognition) and affect (emotion). It is acknowledged that these categories overlap, but WordNet does not allow a verb to belong to more than one semantic category, hence many of the anomalies discussed above. Fellbaum (1998) and her team have added the remaining categories without providing any clear theoretical basis. Of these, one semantic field, competition, is subsumed by another (social), while another, consumption is subsumed by body. Weather would seem to be a fairly coherent and self-contained field, but the remaining categories change, creation and stative are not semantic fields at all and, if anything, are part of an orthogonal classification which, as we have seen, is poorly adhered to. 
Miller & Johnson-Laird (1976) themselves point out that semantic components like cause and intention cross the boundaries between semantic fields as do operators like happen, do, act, possible and permissible. Basic concepts can also be elaborated by negation or by stipulation of manner, origin and/or destination, incorporated instrumentality and incorporated objects.

It is not possible to encode semantic categories correctly on the basis of one category per verb. At least two semantic fields need to be allowed, plus at least one orthogonal category, possibly in addition to the Aktionsart type.
Roots
There are 559 verbs in WordNet 3.0 which have no hypernym, spread over all verb categories. These must all be either unique beginners or synsets unconnected by the hypernymy/troponymy relation.

Of these 559 verbs, 225 have no troponyms either, which means that they are completely disconnected from any hierarchical structure. A further 96 have a single troponym of which 80 have no further troponyms. This leaves 254 verbs which have no hypernym and more than 1 direct or indirect troponym. This is very different from the theoretical position that each verb category has at most a handful of unique beginners (Fellbaum, 1998). 
In the case of nouns we find a different situation: of all the 7726 nouns without a hypernym, 7714 have no troponyms either. 7 have a single hyponym, which leaves only 5 candidates for unique beginners, among those 14 noun categories, which have roots within them. Of these only 1 has a hierarchy depth >1, which is synset number 100001740, “entity”. The remainder are almost all completely disconnected synsets, many of them proper nouns. It is debatable whether proper nouns have any place in a lexical database anyway. Where such proper names are unconnected to the main hierarchy, then it would surely be better to delete them. Where they are connected, then the connections are based on judgments such as "Albert Einstein was a genius.", which, though it might well be true, is of the nature of an opinion, impossible to verify and hence arbitrary. Wordnet is, after all, supposed to be a lexical database, not an encyclopaedia. 
The following noun categories have no roots within them: 1, 2, 7, 8, 12, 13, 16, 19, 20, 22, 23, 24, 25, 27.

In the absence of a canonical list of unique beginners for verb hierarchies, an attempt was made to determine which verb roots are intended to be the unique beginners, by calculating the troponym count and the hierarchy depth for each verb. 
In some categories the results of this calculation point to a clear favourite candidate for unique beginner, as in category 30: Change which has one synset (ID: 200126264) with 401 troponyms and a hierarchy depth of 7:

Synset Gloss: cause to change; make different; cause a transformation; "The advent of the automobile may have altered the growth pattern of the city"; "The discussion has changed my thinking about the issue"'

Word Forms: change, alter, modify
Unfortunately, this clear favourite on statistical grounds does not belong in this category at all (see Isolators above)

The next greatest number of troponyms is 193 (synset ID: 200109660):

Synset Gloss: undergo a change; become different in essence; losing one's or its original nature; "She changed completely as she grew older"; "The weather changed last night"'

Word Forms: change
This would seem the obvious candidate for unique beginner of the Change category, although it has less than half the number of troponyms.

The next deepest hierarchy has a depth of 4 (synset ID: 200173338):

Synset Gloss: remove something concrete, as by lifting, pushing, or taking off, or remove something abstract; "remove a threat"; "remove a wrapper"; "Remove the dirty dishes from the table"; "take the gun from your pocket"; "This machine withdraws heat from the environment"'

Word Forms: remove, take, take away, withdraw
This does not seem at home in this category either.

In other categories there is no clear favourite on statistical grounds, for instance in category 29: Body, there is one synset with 32 troponyms and a hierarchy depth of 3 (200010435):
Synset Gloss: behave in a certain manner; show a certain behavior; conduct or comport oneself; "You should act like an adult"; "Don't behave like a fool"; "What makes her do this way?"; "The dog acts ferocious, but he is really afraid of people"'

Word Forms: act, behave, do
Another synset has 24 troponyms and a depth of 4 (synset ID: 200078760).
Synset Gloss: provide treatment for; "The doctor treated my broken leg"; "The nurses cared for the bomb victims"; "The patient must be treated right away or she will die"; "Treat the infection with antibiotics"'

Word Forms: treat, care for
It is impossible to establish whether either of these is the correct unique beginner; indeed for a semantic field headed by a nominal concept it is hard to see how there could be any verbal non-beginner.

It was concluded that the statistical approach would not elucidate this problem. So an examination was made of all the 254 candidates.
More than one candidate unique beginner was found in every verb category, the minimum being 5 for category 34 consumption. According to Fellbaum (1998), category 38 motion should have two unique beginners "expressing translational movement" and "movement without displacement" respectively. While these two meanings can be found among the 19 candidates in this category, also represented are the causative sense of "move" and one sense glossed "change residence, affiliation, or place of employment". The set includes 2 senses each of "start" and "stop" (one generic causative and one inchoative specifying movement) and natural troponyms of "come", "go" and "bring", but not these verbs themselves in their root meanings.
Similarly category 40, possession should have 3 unique beginners, representing the basic concepts "give", "take" and "have", whereas in fact there are 15 candidates. The three specified can indeed be found, with both "give" and "take" being represented twice with different glosses. Other concepts represented at the same level of abstraction are "get" and "lose", while also found are more specialised concepts "remove", "abandon", "reject" and "account", whose category membership could be contested.

Again, according to Fellbaum (1998) "Communication verbs are headed by the verb communicate but immediately divide into two independent trees expressing verbal and nonverbal (gestural) communication.". She continues: "these are not lexicalized in English." To represent this would require the existence of synsets with no word forms. If there are any such empty synsets in any version of WordNet, they are not represented in the WordNet 3.0 prolog files. There is no way of representing non-lexicalized concepts in WordNet. There are 7 senses of "communicate" in WordNet 3.0 all of which have hypernyms. Fellbaum (1998) identifies a further subdivision between spoken and written language, but the only reference to "write" among these 254 verbal synsets occurs in category 36: creation.  In fact category 32 communication has 18 candidates. These include basic concepts like "utter" and "mean" at one extreme and very specific concepts such as "cheer up", "guarantee" and "designate" at the other. There appears to be no connection between the theory and the practice here.
It is always possible to define a verb in terms of another verb with one or more arguments. This is a method of identifying hypernyms, which appears to have been used extensively, though inconsistently, in the construction of WordNet, using the glosses for semi-automatic hypernym generation. Full automation of such a technique would lead inevitably to the cycle scenario defined above. There have to be unique beginners in order to avoid this. Another complication is "autohyponymy", where a verb is used in a gloss for itself. This requires another synset to be found with the same word form used more generically. A further complication is generated by glosses like that for breathe: "draw air into, and expel out of, the lungs", or any other gloss whose structure is of two verbs linked by "or".
On a dataset of this size (254 synsets) it is also feasible to manually identify hypernyms for most of the verbal synsets. There is clearly more than one possible solution in many cases. In some cases it is sufficient to provide a more generic verb or verbal phrase as a hypernym. In other cases a combination of a verb and one or more arguments (mostly involving an additional verb) is required in order to define the verb, in which case the first can be considered as the hypernym. Where two verbs are involved in this way the first can be considered as an auxiliary (sometimes modal) verb and the second as its dependent. A further complication arises here because modal verbs are not included in the WordNet verbal lexicon.

The 254 verbal synsets were manually annotated either with single-word proposed hypernyms or with definitions in terms of verbs and arguments.. The auxiliaries found to be necessary, with their syntactic requirements illustrated by the verb to do were:

	Auxiliary
	Syntax
	Instances

	Be
	done
	21

	Can
	do
	1

	Cause
	someone / something to do
	43

	Cause
	self to do
	6

	Feel
	like doing
	7

	Keep (repeat)
	doing
	6

	Start
	to do / doing
	11

	Stop
	doing
	8

	Tell
	someone to do
	1

	Try
	to do
	1

	NOT
	do
	22


The fact that "not" is not a verb is semantically irrelevant here.

The first group here is of verbs which can be defined as the passive of another verb, namely:

"hang" = "be supported from above"
"depend (on)" = "be caused by"
"belong (to)" = "be had by"
In some languages no auxiliary verb would be required here as the passive is indicated by inflection.
By far the largest group here is the transitive causation group, which, again, in some languages is indicated by inflection. There are many cases where English verbs are polysemous with respect to the causative / inchoative alternation ("change", "touch", "spread", "move", "burn") but there are also many verbs which can be defined as the causatives of others:

"kill" = "cause to die"
"sensitize" = "cause to sense"
show = "cause to see"
There is also negative causation, of which the most generic case is the verb "prevent". 
There are fewer, but a significant number of examples of reflexive causation, ("look" = "cause self to see"), and more complex cases concerning possession: 
"give" = "cause to have" = "cause self to not have"
"take" = "cause to not have" = "cause self to have". 
Alternatively, "take" could be considered as a troponym of "get",.
Verbs representing emotions can be expressed with "feel" as auxiliary as follows:
	Want
	Feel like
	Having

	Fear
	Feel like
	Fleeing

	Rage
	Feel like
	Fighting


"Like" can be considered as an iteration of "want" ("keep wanting"); and "dislike" can be considered as an iteration of "NOT want" ("keep not wanting"). Other such iterations are: 
"study" = "keep reading"
"beat up" = "keep hitting"
"hesitate" = "keep stopping".
There are a number of root hypernyms which express starting or stopping: 
"learn" = "start to know"

"get" = "start to have"

"become" = "start to be"

"release" = "stop holding"

"lose" = "stop having"

The verbs "start" and "stop" also are found with the meaning "start moving" and "stop moving" as well as "cause to start moving" and "cause to stop moving".
Finally there are verbs which can be defined as the negation of other verbs

"displease" = "not please"
"reject" = "not accept"

"idle" = "not act"

"fail" = "not succeed"

"lack" = "not have"

"refrain" = "not do"

These auxiliaries, which can be considered as operators, can also act in conjunction with each other to form more complex definitions. We have already seen examples such as "prevent", "like" and "dislike", "give" and "take" above and the last mentioned meanings of "start" and "stop". Other examples are:
"blind" = "cause not to see"
"discourage" = "cause not to hope"

"require" = "canNOT be without"

"season" = "cause to be tastable", where "tastable" = "can be tasted"
"hide" = "cause not to be seen" OR  "cause oneself not to be seen"

"avoid" = "not be with" OR "try not to be with" OR "cause oneself not to be with" OR "try to cause oneself not to be with"
In order to identify hypernyms from these definitions consistently it is necessary to take the auxiliary, or possibly some similar extension of the auxiliary as the immediate hypernym. This is clearly not possible in the case of "NOT", though one can imagine a language in which there is an auxiliary verb whose function is to negate the dependent verb. The simple examples shown above might all be considered as antonyms of one another, but then the test should be applied as to whether they have a common hypernym (Huang et al., 2002; Vossen, 2002). The common hypernyms of these verbs are not immediately apparent.
The solution which follows is tentative, and the word senses used to head the hierarchies are generic and do not necessarily correspond to any WordNet word senses.
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This last example poses a problem: while take and leave are a commonly recognised pair of antonyms, as in the expression "take it or leave it", the word "give" is also considered as antonym of "take as in "give and take", though in the latter case the common hypernym is still harder to identify and highly abstract. The meaning of "take" is the same in each case. It appears that the verb "take" inherits properties both from "respond" in the sense of "respond to an offer" as well as from "cause to have / not have".
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Any attempt to treat "causation" in a manner similar to the above treatment of negation is likely to give rise to further incorrect encoding of relations
along the lines detailed earlier in this document. The active/passive alternation should be treated with similar caution.
The implementation of this approach to identifying hypernyms for candidate unique beginners, leaves the following set to remain as unique beginners:

	Synset ID
	Word Forms
	Cat.

	200109660
	change
	30

	200339934
	happen, hap, go on, pass off, occur, pass, fall out, come about, take place
	30

	200594621
	know, cognize, cognise
	31

	200628491
	think, cogitate, cerebrate
	31

	201617192
	make, create
	36

	201712704
	perform, execute, do
	36

	201771535
	feel, experience
	37

	201831531
	move
	38

	201835496
	travel, go, move, locomote
	38

	202106506
	perceive, comprehend
	39

	202367363
	act, move
	41

	202419073
	act
	41

	202603699
	exist, be
	42

	202608347
	begin, start
	42

	202609764
	end, stop, finish, terminate, cease
	42


Within this list, the two synsets in category 41 are synonymous and could be merged despite having different glosses: "perform an action, or work out or perform (an action)" and "be engaged in an activity, often for no particular purpose other than pleasure" . No attempt has been made here to retain one unique beginner per semantic category. Those categories which correspond to semantic fields need not necessarily have unique beginners if they are subsumed. However it is necessary to ensure that the auxiliaries used in defining verbs in terms of each other are represented or subsumed. Here is the list of auxiliaries again with suggested hypernyms and associated arguments. A second meaning of "tell" has been added as this has not been subsumed and is required as one of the basic concepts in the communication category, the other being "utter" which is subsumed by "emit" (cf. Miller & Johnson-Laird, 1976). The hypernyms and arguments themselves introduce two additional concepts, namely "must" and "will" (in the Old English sense of volition).
	Auxiliary
	Syntax
	Hypernym
	Arguments

	Be
	done
	happen
	

	Can
	do
	
	

	Cause
	to do
	make
	

	Cause
	self to do
	make
	self

	Feel
	like doing
	
	

	Keep (repeat)
	doing
	do
	again

	Start
	doing
	
	

	Stop
	doing
	
	

	Tell (1)
	someone to do
	tell (2)
	you must

	Try
	to do
	will
	although NOT know whether can

	NOT
	do
	
	

	Tell (2)
	someone something
	cause
	know

	Must
	do
	
	

	Will
	do
	
	


Of those verbs in this table which have no hypernym proposed, "happen", "feel", "start" and "stop" are already in our list of unique beginners. The modal verbs "can", "must" and "will" are not in WordNet and need to be added both to WordNet and to the list of unique beginners. "NOT" can be handled by encoding abstract synsets (synsets with no lexical content) as antonyms of high-level concepts as demonstrated above. Weather verbs of zero valency (requiring no arguments) which have their own semantic category in WordNet, are subsumed by "happen". 
The result of this exercise is a proposed new top ontology for verbs comprising the following base concepts:

Change
Happen

Know

Think

Make

Do

Feel

Move (non-translational)

Move (translational)

Perceive

Act

Exist

Start

Stop

Can

Will

Must

There are relations between these concepts and the list can almost certainly be further reduced. Of particular interest are the modal verbs, which underlie many abstract concepts. These, together with "know" form a natural set of entailments for "do". In French, the concept of "will" is not obsolescent and this set is clearly exemplified as a grammatical category of verbs with mutually consistent inflectional irregularities:

	Know
	Savoir

	Can
	Pouvoir

	Will
	Vouloir

	Must
	Devoir


The concept "do" compulsorily backwardly presupposes the combination of "can" and "will" ("able and willing"). "Will" may be underlain or superseded by "must". In French "I can swim" is translated by "Je sais nager", which means "I know how to swim". "Je peux nager", would mean "I don't have a disability which prevents me from swimming". It is clear that both knowledge and strength are required here, which are represented by distinct modal auxiliaries in French, while in English, "know how" is implicit in "can". "Can" corresponds to the operator possible in the schema of Miller & Johnson-Laird (1976) referred to above, while "must" means NOT (permissible(NOT to)) using the operator permissible from the same schema.
Antonymy

Antonymy differs in two ways from the other relations we have been examining: first it is a symmetric or reciprocal relation: the relation traversed in one direction is the same as the relation traversed in the other. Second antonymy is defined between two word senses and not between two synsets. The reasons for this are rooted in psycholinguistics (Fellbaum 1998).

Multiple Antonyms

As with the other relations, antonymy has been investigated by finding verbs which have more than one antonym, of which there are 26 among the verbs in WordNet. These present the following characteristics:
	Spelling variation of which
	7

	     -ise / -ize
	6

	Single correct antonym
	10

	Ambiguity
	2

	Two antonyms in same synset
	2

	No valid antonyms
	5

	TOTAL
	26


WordNet makes no distinction between two word forms in a synset and two spellings of the same word. Such cases account for 7 cases of duplicate antonyms, 6 of which are instances of the English/American spelling variation of the suffix -ise / -ize. Of those cases where there is a single correct antonym, two are cases of confusion over the causative/inchoative alternation, both involving "lock" and "unlock", one confuses transitive and reflexive uses of "dress", one confuses transitive and intransitive uses of "begin" and one confuses between event and state meanings of "clasp". "Profit" and "loss" are correctly encoded as antonyms of each other while "break even" is encoded as a second antonym of both. This suggests an ambiguity in the concept of antonymy itself. "Loss" means negative profit while "break even" means zero profit (and zero loss). So there is a scale from "profit" (+ve.) through "break even" (zero) to "loss" (-ve.) The concept antonym is being used in WordNet both for the relation between +ve. and -ve. and for the relation between +ve. (or -ve.) and zero. Postulating a new relation of semi-antonymy would resolve this, eliminating the need for multiple antonyms for a single concept.
A further two cases of a single correct antonym involve confusion between two pairs of antonymous meanings for "converge" and "diverge" and the remaining case is of two senses of "indicate" as antonyms of "contraindicate" defined as "make a treatment inadvisable", which excludes one of these senses.
There are two ambiguous cases: "curdle" is glossed "turn into curds", which is ambiguous with respect to the causative/inchoative alternation: both causative and inchoative senses of "homogenise" are provided as antonyms instead of splitting the "curdle" synset. In the causative sense, both English and American spellings are provided as antonyms, while in the inchoative sense, only the American spelling is encoded as an antonym although both spellings are found in the synset. The other ambiguous case is where "unravel" is defined as "become or cause to become undone...", although there is a separate synset for the causative sense.
Cases where none of the antonyms can be considered valid are where "profit" and "loss" are both considered antonyms of "break even" (cf. above case) and various cases where causative and inchoative senses of "stand", "sit" and "lie" are encoded correctly with respect to the causative/inchoative alternation, all as antonyms of each other. The latter case could be resolved by considering "sit" to be the zero-point between "stand" and "lie", creating another example of semi-antonymy. If this kind of case justified multiple antonymy, one would expect to see many more such examples. True antonymy is a relation between unique semantic opposites, such that multiple antonymy can be eliminated by acknowledging semi-antonymy and redefining the antonymy relation as holding between synsets rather than between word forms.
Antonyms without a Common Hypernym

A pair of antonyms should have a common hypernym (Huang et al., 2002; Vossen, 2002; Smrž, 2003). Excluding 11 pairs of verb antonyms which either have multiple inheritance or include one or more troponyms of the cycle referred to under hypernymy/troponymy above, there are 316 pairs of verb antonyms in WordNet which do not have any direct or indirect common hypernym, as against 222 which do.
A sample was taken of 28 instances of antonymous pairs with no common hypernym. The sample includes some consecutive instances which facilitate the investigation of similar pairs. These were analysed from the standpoint that there should be a common hypernym, and that the ancestry should be symmetric, meaning that the semantic distance between the common hypernym and each antonym should be equal. Both common hypernyms and intermediate concepts could be non-lexicalised abstractions not in WordNet. The antonyms along with their direct and indirect hypernyms comprised 188 synsets, not excluding recurrences within the sample. The instances in the sample were categorised as follows:
	Missing common hypernym
	16

	Common hypernym in one ancestry
	5

	False antonymy
	6

	Other
	1

	TOTAL
	28


In the following cases a common hypernym was found encoded as a hypernym of only one of the antonymous pair:

	Antonym pair
	Common hypernym
	Alternation

	
	Synset ID
	Word forms
	

	fall asleep / wake up
	200109660
	change
	inchoative

	disparage / flatter
	200940384
	express, verbalize, verbalise, utter, give tongue to
	n/a

	string / unstring
	200126264
	change, alter, modify
	causative

	glycerolize / deglycerolize
	201850315
	move, displace
	causative

	advance / back
	201850315
	move, displace
	causative


Of the 6 cases judged to be false antonymy one was between "dress" (reflexive) and "undress" (causative). The false pair "blame" : "absolve" needs to be changed to "blame" : "praise", "blame" being a negative precondition of "absolve". "Cheer" and "complain" have no close relationship, possible antonymous pairs being "cheer" : "depress" and "complain" : "thank". "Applaud" implies no particular manner of expressing approval while "boo" clearly does; valid antonym pairs might be "applaud" : "decry" and "cheer" : "boo". "Tide" is not used as a verb East of the Atlantic: the antonymous pair related to "tide" is "ebb" : "flow". "Depart" : "stay" is a case of semi-antonymy analogous to "profit" : "break even" (above under Multiple Antonyms), the true antonym being "arrive".
The following table lists the cases where no common hypernym was found and proposes a common hypernym. Some of these can be seen to be abstract concepts which one would not expect to find in WordNet. 
	Antonym pair
	Missing common hypernym

	sleep /wake
	be

	go to be / get up
	move (non-translational)

	turn in / turn out
	move (non-translational)

	anesthetize / bring to
	cause to become (telic quale)

	dress / undress
	change one's own state of dress

	mask / unmask
	change state of coveredness of (formal quale)

	
	change visibility of (telic quale)

	hook / unhook
	change topology of (formal quale)

	belt / unbelt
	change topology of (formal quale)

	staple / unstaple
	change topology of (formal quale)

	stop / start
	be bound in (space/)time

	file in / file out
	move (translational)

	pop in / pop out
	move (translational)

	disembark / embark
	move (translational)

	arrive / leave
	move (translational)

	desegregate / segregate
	cause to change admixture


In one case, two common hypernyms are proposed based on different qualia hierarchies. In the case of "anesthetize" : "bring to", the common hypernym proposed is based on the telic quale, on which the existing hypernymic ancestry of "bring to" is based", while the existing hypernymic ancestry  of "anesthetize" is based on the formal quale. The supplied ancestries of the three verbs of change of topology listed also are inconsistent with respect to these qualia, the ancestry of the positive antonym being based on the formal quale while the negative is based on the telic quale.

The case of "disembark" : "embark" is of special interest, because the head of the ancestry for "disembark" is "arrive" and the head of the ancestry for "embark" is "enter", which can be construed as a troponym of "arrive". This paradox arises because the ancestry for "disembark" is defined at the scale of the journey while the ancestry for "embark" is defined at the scale of the vehicle. Both these scales are valid and so "disembark" can be considered as a troponym of "arrive" on the journey scale and of "leave" on the vehicle scale, while "embark" can be considered as a troponym of "leave" on the journey scale and of "arrive" on the vehicle scale. This is an example of legitimate dual inheritance, on criteria other than qualia. A single common hypernym is proposed as "move" (inchoative and non-translational), being the common hypernym of "arrive" and "leave" irrespective of scale.
There is one pair of antonyms which seems to fail to fall into any category, namely "legalise" : "outlaw", whose immediate hypernyms are "permit" and "forbid" respectively, which can be defined as say (may) and say (may not), in which case the common hypernym is say whether may. This introduces another modal verb, "may", which at first glance would appear to be a candidate for addition to the set of modal unique beginners (see above under Roots). In WordNet the immediate hypernym of "forbid" is "command", whose hypernym in turn is "order", which two can be considered synonymous, defined as say (must). However, this is the antonym of say (must not) which can equally well define "forbid", in which case "order" / "command" is the antonym of "forbid". This apparent paradox is represented by the following equivalences:

must NOT = may NOT


must = may NOT (NOT)

may = (NOT (must)) AND (NOT (must NOT))

Since "may" can thus be defined in terms of "must" and "NOT", it need not be considered as a unique beginner.

In order to determine whether these equivalences are semantic or merely syntactic, it might be useful to make a comparison with another language. We find that in French there is no distinction between may and can, both being translated by pouvoir, while there are two verbs for must, namely devoir and falloir (the latter being impersonal). So we have the following equivalences:
I must = je dois = il faut = vous devez =  you must
I may = je peux = I can

I must not = il ne faut pas = you must not
I may not = je ne peux pas = I cannot

I may (not) (i.e. it is optional) = je ne dois pas

One conclusion that might be drawn is that may not is not the negative of may, but only of must, in which case may does not have a negative. A better solution is to consider NOT to be ambiguous, between applying a negative value or applying a zero-value. Such an ambiguity is not surprising given that the concept of zero was unknown in Europe at the most productive time for the emergence of modern languages. So we have another case of semi-antonymy. The cases discovered along with some others implied by some of the earlier data can be tabulated as follows:
	Negative-valued antonym
	Zero -valued shared semi-antonym
	Positive-valued antonym
	Common hypernym of antonymous pair
	Hypernym of shared semi-antonym

	lose
	break even
	profit
	undergo change in wealth
	remain in same state of wealth

	(?) lie
	(?) sit
	(?) stand
	adopt linear posture
	adopt non-linear posture

	depart
	stay
	arrive
	change between motion and stasis
	remain in same state of motion

	forbid
	permit
	order
	say must
	say may

	may NOT must NOT
	may
	must
	be obliged
	NOT be obliged

	NE PAS falloir
	NE PAS devoir
	devoir falloir
	être obligé
	NE PAS être obligé

	shrink
	stay same size
	grow
	change size
	remain the same

	take
	have /(?) leave
	give
	change possession status of
	retain possession status of


Semi-antonymy is the relation between the concepts in the zero-valued column and the corresponding columns in the positive-valued and negative-valued columns while antonymy is the relation between the concepts in the positive-valued column and the corresponding concepts in the negative-valued column. It should be observed that the common hypernym of the antonymous pairs is not a hypernym of their shared semi-antonym. Half of the verbs in the table are verbs involving change in some way (either causatively or inchoatively). The hypernyms of the shared semi-antonyms involve remaining the same, which is the absence of change, and so the relation between the common hypernym of the antonymous pair and the hypernym of their shared semi-antonym is itself one of semi-antonymy; change itself can have no antonym unless time can go backwards. The inclusion of verbs of posture here is doubtful. The difference between "stand" and "lie" involves a 90-degree rotation, but there are also two other possible positions achievable by continuing the same rotation, namely "stand on one's head" and "lie on one's front". Applying the same rotation to "sit" we find a posture somewhere between the Christian and Islamic prayer positions and other nameless postures. The antonymy only works because some of the postures are unusual or difficult, suggesting that all these postures should be encoded as sister terms and not as antonyms.
The construction of symmetric ancestries for the valid antonym pairs requires the removal of 21 hypernyms which are false in the sense that they do not form part of the ancestry of the antonyms leading to a common hypernym. They are not necessarily absolutely false in the context of multiple inheritance. It also requires the interpolation of 39 synsets into the ancestries, some of which are abstractions unlikely to correspond to any existing synset e.g. "be unconscious" and "be conscious" as hypernyms of "sleep" and "wake" and "become unconscious" and "become conscious" as hypernyms of "fall asleep" and "wake up".
This study of antonyms without common hypernyms has thrown up many cases which shed light not only on the properties of antonymy, but also on anomalies in the encoding of the hypernymy/troponymy relation. The investigation of a larger sample might well throw more light on either or both of these phenomena.

Antonyms with Asymmetric Ancestry

Given the principle that a pair of antonyms should have a common hypernym, where that common hypernym is not the immediate hypernym of one or both synsets, it is reasonable to expect that the intervening ancestries should comprise antonymous pairs and consequently that the ancestries should form a symmetric tree with a single fork from the common hypernym. In order to investigate cases where this does not apply, data was gathered on all cases of asymmetric trees between an antonym pair and their nearest common hypernym. There are 44 such cases among the verbs comprising 292 synsets, not excluding recurrences. These were analysed as follows:

	False antonymy
	4

	False common hypernym of which:
	13

	   No common hypernym in ancestries
	12

	   Common hypernym within 1 ancestry
	1

	More specific common hypernym within 1 ancestry
	4

	More specific common hypernyms within 2 ancestries
	2

	Valid common hypernym but defective ancestries
	21

	TOTAL
	44


The cases of false antonymy were: 
"qualify" : "disqualify" instead of "qualify" : "unqualify"

"stiffen" : "loosen" instead of "tighten" : "loosen"

"indicate" : "contraindicate" (wrong sense of "indicate")

"walk" : "ride" (sister terms)

The following table summarises the cases where the encoded common hypernym is incorrect and no correct common hypernym can be found in the ancestries:
	Antonym pair
	Encoded common hypernym
	Corrected common hypernym
	Quale

	
	Synset ID
	Word forms
	
	

	prove / disprove
	200665886
	confirm, corroborate, sustain, substantiate, support, affirm
	say whether true
	

	affirm / negate
	200665886
	confirm, corroborate, sustain, substantiate, support, affirm
	say whether true
	

	invalidate / validate
	200665886
	confirm, corroborate, sustain, substantiate, support, affirm
	say whether true
	

	overstate / understate
	200831651
	inform
	state
	

	deceive / undeceive
	200831651
	inform
	state
	

	fold / unfold
	200109660
	change (inchoative)
	cause change in layout
	

	braid / unbraid
	200109660
	change (inchoative)
	do/undo
	Telic

	
	
	
	turn
	Formal

	unravel / ravel
	200109660
	change (inchoative)
	do/undo
	Telic

	
	
	
	turn
	Formal

	unknot / knot
	200109660
	change (inchoative)
	do/undo
	Telic

	
	
	
	turn
	Formal

	gladden / sadden
	201771535
	feel, experience
	start to feel
	

	cross / uncross
	200109660
	change (inchoative)
	cause change in layout
	

	hop on / hop out
	201831531
	move (non-translational)
	move (translational)
	


These cases fall into distinct groups: "confirm" . . ."affirm" imply a positive value and so this synset is a hypernym of "prove", "affirm" and "validate" but not of their antonyms. Similarly "inform" is a hypernym of "undeceive" but not of "deceive", while "overstate" : "understate" is an antonym pair orthogonal to the antonym pair "inform" : "misinform". Five of the remaining cases all have "change" (inchoative) instead of "change" (causative) as their encoded common hypernym; in three of them the ancestries show hypernymy through a mixture of telic and formal qualia. The telic qualia lead to the antonym pair do/undo, for which a common hypernym cannot be proposed without violating the principle of symmetric ancestries. Consequently "undo" should be added to the list of unique beginners. "Feel" and "experience" can be considered as hypernyms of "be sad" and "be glad", but the inchoative glosses given for "sadden" and "gladden" are "come to feel sad" and "become glad or happy". The last case is one of confusion between translational and non-translational movement.
In one case ("arrange" : "disarrange"), the correct common hypernym "put, set. . ." is to be found in the ancestry of "arrange" only, while the encoded common hypernym synset "move, displace" needs to be split, since "displace", with antonym "place", are troponyms of "put" while "move" (causative) is a hypernym of "put".
In six of the remaining cases the encoded common hypernym is valid, but at least one more specific common hypernym can be found in one or both ancestries. Examples are:


"adapt" for "assimilate" : "dissimilate"


"affect" for "enliven : deaden"


"change magnitude" for "widen" : "narrow"


"advise" for "indicate" : "contraindicate"
There are too many false hypernyms and/or missing hypernyms in all the ancestries to provide details here.

In some cases, in order to balance the ancestries it would be necessary to invent abstract synsets. For instance, in the ancestries for the antonym pair "dehydrate" : "hydrate" we find that the asymmetry is due to the presence of "moisten" as distinct from "wet", for which a distinct antonym cannot be found. The historical reason for the English language containing more subtle distinctions about degrees of humidity than its converse presumably lies in the British climate (there are fewer such distinctions in French).
Another interesting case is "float" : "sink". It is debatable whether this is a true antonym pair, since "sink" implies movement and is a troponym of "fall", with antonym "rise". "Float" does not normally imply movement and is certainly not a synonym of "swim" as it is encoded. However there is a legitimate expression "float up to the surface", which clearly does suggest movement and must be a troponym of "rise". The apparent paradox here can be resolved when one takes into consideration that the normal standpoint of a human observer of objects floating and sinking is obliquely out of and above the water surface. If the human observer releases two objects of different density on the surface of the water, only the one which sinks will move, whereas if the observer releases the same objects at the bottom of a pool then it is the object which floats which will move. This approach provides the antonymy with a semantic balance.
Antonyms with Deep Symmetric Ancestry

Deep symmetric ancestry is defined as an antonymous pair having a common hypernym where the semantic distance between each antonym and the common hypernym is equal and the depth of the ancestries (measured in number of relations) is greater than one. Using existing WordNet relations there are 27 such cases among verbs comprising 145 synsets wincluding recurrences. Among the 27 antonym pairs, there are two pairs which repeat other pairs with a different spelling and one which repeats the same synsets as another pair but with different word forms. There is another case ("wax" : "wane") where the same antonym pair occurs involving different synsets.
Of the 24 pairs remaining after excluding repeating ancestries, 9 were considered to be encoded correctly. In one case, one of the antonyms was considered ambiguous, namely "distrust" (or "mistrust" in the repeated ancestry). While "trust" has distinct senses in WordNet for "trust" a person and "trust" an idea, no such distinction is made for "distrust" or its synonym "mistrust". The encoded antonymy "trust" : "distrust (/mistrust)" is correct for trusting/distrusting/mistrusting ideas but incorrect for persons. Another case "screw" : "unscrew" was considered correct on the telic quale, which descends from "change" (causative), but the formal quale with the common hypernym "turn" (causative) has been missed.
The antonymy between "shrink" and "stretch" is false because "stretch" entails "tighten" while "shrink" does not entail "loosen". The correct antonymy between "shrink" and "grow" creates an asymmetric ancestry because the common hypernym "change magnitude" is encoded as hypernym of "shrink" only. The antonymy of "shrink" and "stretch" applies only where the subject is a fabric, which risks one or other of these phenomena during washing. In one other case the wrong sense of "change" was encoded as common hypernym: instead of "change" (inchoative), we have synset ID: 200146138, whose gloss "undergo a transformation or a change of position or action" does not match the examples "We turned from Socialism to Capitalism" and "The people turned against the President when he stole the election". This same hypernymy error has been encountered frequently in the course of this investigation. 
In six cases a more specific common hypernym was found in one of the ancestries:


"affect" for "energise" : "de-energise"


"change magnitude" for "contract" : "expand" and for "shorten" : "lengthen"


"change integrity" for "implode" :"explode" and for "emulsify" : "demulsify"


"change shape" for "straighten" : "bend"

In each of these cases there was an obvious missing synset or an erroneous one in one of the ancestries. There were similar faults in the remaining ancestries.

Of particular interest is the case of "wax" and "wane", meaning "grow" and shrink", most usually applied to the moon. In WordNet each of these occupies two synsets, creating two antonym pairs as follows:
Synset ID: 200433232


Synset ID: 200433933
Gloss: go up or advance


Gloss: become smaller
Word Forms: wax, mount, climb, rise
Word Forms: wane
Synset ID: 200433525


Synset ID: 200433778
Gloss: increase in phase


Gloss: decrease in phase
Word Forms: wax, full


Word Forms: wane
The word "wax" should be removed from the first synset as it never has this meaning: Its general meaning of "grow" is obsolete, except with reference to the moon, but needs to be represented in the same synset as "grow" as it is found in classical English literature. The general meaning of "shrink" for "wane" is however not obsolete, but there is no reason why the first synset for "wane" should not be merged with "shrink". The antonymous meanings of "wax" and "wane" with the selectional restriction that the subject refers to the moon can then be considered as troponyms of the synsets which include their more generic meanings which are also antonymous. The fact that the moon does not really grow and shrink is irrelevant here since the language is based on human perception over centuries and not on observation with scientific instruments.
Application of Verbal Relations

Any application of WordNet which measures semantic distance employs WordNet relations to do so. Banerjee & Pedersen (2003) have employed WordNet relations in an extension to the Lesk algorithm for word sense disambiguation. In order to establish the relatedness of two words, the glosses of their WordNet relatives are compared. Their results are noticeably inferior for verbs than for nouns. Moreover, while the most useful relations for nouns were hyponymy and meronymy, in the case of verbs, the example sentences proved more useful than either. Their best results were obtained by using all WordNet relations indiscriminately. This finding reflects the poor quality of the verbal relations and suggests that the limited success achieved by algorithms which measure lexical distance using WordNet relations depends on the fact that when a relation is encoded, some relation does in fact exist, even though the kind of relation encoded is likely to be wrong. The limited success of algorithms which employ specific relations seems to be confined largely to the more clearly-defined relations, namely hypernymy and antonymy (Huang et al., 2002). These observations drive us towards the conclusion that improvements to the WordNet relations may well be useful for improving on the performance of WordNet as a tool for interlingual tasks and word sense disambiguation.

Conclusion
This investigation has come up with the following recommendations which can be modelled in a new and improved lexical database:
Entailments

· Proper temporal inclusion should be re-encoded as meronymy.

· The majority of entailments studied are incorrect.

Causation

· A distinction should be made between different syntactical cases of causation.

· Contributory but insufficient causes should be encoded as entailments.

· Multiple causation can be eliminated by merging synsets.

Hypernymy/troponymy

· The two synsets involved in a cycle should be merged.

· Rings can be eliminated.

· A consistent approach is needed to handling verb alternations and syntactic frames.

· The only valid cases of dual inheritance are where different but compatible properties are inherited. Many more such relations could be encoded. Although it might be possible to eliminate multiple inheritance by encoding these cases as verb meronymy, such an approach would leave these verbs with no hypernyms. An optimum solution to this problem needs further investigation, and deployment of a tree-based model depends on this.
· A new top ontology is proposed for verbs.

Semantic categories

· WordNet verb categories are, for the most part, not mutually exclusive and lack a consistent theoretical basis..
· The level of arbitrariness and incorrectness of the WordNet verbal semantic categories is greater than is the case for WordNet relations. 

· It is not possible to encode semantic categories correctly on the basis of one category per verb. 

Antonymy

· A new relation of semi-antonymy is proposed and defined.

· The antonymy relation should be redefined as holding between synsets rather than word forms.

· Antonym ancestries can be made symmetric by correcting hypernymy errors.
· May does not need to be added to the new top ontology but undo does.
General

· Modal verbs need to be added to WordNet.

· In their present state, verbal relations in WordNet serve only to indicate that a relation exists between two verbs and do not elucidate what that relation is.

In the course of the investigation, we have discovered many shortcomings in the encoding of relations in WordNet, where the implementation does not conform to the theory in a high proportion of instances.  It would seem appropriate at this point to recall the list of consistency checks proposed by Smrž (2003):

The phenomenon we have called a root  is the same as a "top-most synset not from the defined set (unique beginners)" and is also an instance of "dangling uplinks", of which over 500 have been found among verbs alone. The phenomenon termed a cycle is an instance of "cycles in uplinks". A number of "multi-parent relations" have also been found. In studying antonymy we have also found instances of "non-compatible links to the same synset" and abundant instances of "antonyms differing in their hypernyms".
Given that Smrž's (2003) tests have been applied in the development of BalkanNet, it is clear that the standard of quality control for WordNet is not as high as it is for BalkanNet, a discovery which is all the more shocking given the reliance of the construction of BalkanNet on WordNet.

Further work

This study can be considered incomplete inasmuch as certain phenomena were merely sampled and not fully investigated. Two areas in particular merit further attention::

·  It is desirable and feasible to manually correct all the entailments. Single entailments should be critically examined, for further encodings not conformant to the specification.
· The investigation of all antonyms without common hypernyms is likely to reveal more anomalies in the hypernymy/troponymy relation.  

Where multiple inheritance is or would be justified, an optimal data structure needs to be found to embody this.

Confronted with such a flawed implementation of an incomplete theory as WordNet relations, in building a new lexical database from existing resources we are faced with three options:

a) To modify the existing relational structure of WordNet by a partly-automated but largely manual procedure,
b) To construct a new set of relations with a clear theoretical basis in a non-arbitrary manner or
c) To borrow the relational structure from another lexical database such as FrameNet.
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